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Course Outline
" [ntroduction to Nonlinearities and Nonlinear Systems

** Non-linear differential equations,
characteristics of nonlinear systems, common

nonlinearities.
" Analysis of Nonlinear Systems
7

** Linearization Approximations

Piecewise linear approximation, the

Describing Function Concept and derivation for

common nonlinearities, the dual input
describing function; stability analysis using the
describing function. Limit cycle prediction.



Course Outline (Cont’d)

" Analysis of Nonlinear Systems
** The Phase-Plane Method

Construction of phase trajectories, transient
analysis by the phase plane method.

*** Lyapunov’s Indirect Method

Stability Analysis of Non-linear Systems
using Lyapunov’s Method

" |ntroduction to Sampled-Data Systems

The z-transforms; Pulse Transfer Functions;
Stability Analysis in the z-plane.
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INTRODUCTION



Representation of Systems

» In control terms, systems are commonly
represented by:
= Input-Output or Algebraic Equations

y(t) = flult))

= Differential Equations
n—1 " ma—1 ]
f(}r{r},dﬂ” d" y(t) d }'ft.‘.l) _ .g(ulfl‘} du(t) d" "ult) d H{U)

dr "7 den-1 T g S T T Y T

= State-Space Equations
x(t) = f(x(t),u(t))
y(t) = g(x(0),u(t))

w(e), y(t) and x(t) are the input, outpur and state functions respectively,



Representation of Systems (Cont’d)

» Examples of:
= Input-Output Equations

a = g sin ¢ (Ball-and-Beam Laboratory System)

a, g and @ are acceleration of ball on beam, acceleration due to graviaty, and angle of inclination
of beam to the horizontal respectively

e Necessarily inadequate in capturing the dynamics of a system
= Differential Equations

Mass-Spring System with Hardening Spring (simple nonlinear mechanical system)

LLLLLL LS LL
", m —Zforccs—f(l) fe— [
’ y is displacement from reference position, [, is viscous frictional force, . is restoring force of
? spring, f(t) is appied input force, . &
| - - -}' :
“ 'r-O fr=ky(l+a%y’) == moy B T ky + ka'y" = f(t)
i~ !

¢ More adequate than input-output equations in capturing the dynamics of a system



Representation of Systems (Cont’d)

» Examples of:
= State-Space Equations

LILLL AL

ma

Mass-Spring System with Hardening Spring again
dy dy
m—sz+ f—+ ky + ka*y* = f(t
gttty Hka’y” = J()
Defining state variables x; = y,x; d—';undmpm u=f(t
Xy =Xz = [y(xy,X2,u)
N , |
X2 :E{' Bxy — kxy + katxy® + w) = fo(xg, x0,)
y =x1 = g[x,x3,u)
o  First two equations above are state equations
L ]

Last one is output equation
* Stale equations are the most commonly used means of describing dynamics of systems
They always involve the use of differential equations



Overview of Linear Systems

u y=15(u)

_.FS_..,

Definitions: The system S is linear if

S(au) = aS(u), scaling
S(uy+uz) = S(up)+ S(us), superposition

Example (Input-Output/Algebraic Representation)
If y=17u. then S(u) = 17u

(1) S(10u) = 17(10u)
=10(17u) = 105(u) (Scaling)
(2) Stug +uz) = 17(uyg + usz)

= 17uy + 17u; = S(uy) + S(uz) (Superposition)



Overview of Linear Systems (Cont’d)

Example (Linear Differential Equation)

LAYO ATy )
1 dn —1 dt"_l -1 dt ﬂy :
d"‘u(t)+ d"*—l-u(r)Jr b du{r}+b 0
HIW m—1 dfm—1 1 dt oue(

Scaling:

d™[10u(0)] d™1[10u(0)] , d[10u(o)]
m drm + D1 dprm—1 + -+ Dy dr

+ bo[10u(t)]

d"y(t) d™1y(t) dy(t)
T s S 7o S R

=10 lﬂ" + ﬂﬂy(t)‘

| dy(t) d"'y(t) d"y(t)
1nf(y(_t), e )
d[10u(®)]  d™'[10u(0)] d™[10u(c)
:g(m"“}’ e ])




Overview of Linear Systems (Cont’d)

Superposition:
dam t) + ug(t dm-1 () + ug(t) d t) + uz(t
by, [Hl{;dim t2 (O] + By [H';:nfl_1 u2(t)] + o+ by el '::“_ 2O, bolu, (L)
+ M:[.'!F.]]
d™ [y ()] d™ 1w, (£)] a2}
= b,, Adrm + By drm—1 + "'+DIT"—£’U[“1{E}|
d™ [ (L) d™ s (L) el [t (L)
T D -Ei-f:" | Dm—1 d[EH—l | *‘""FIJL%-FL‘HI_”E{f}J
an () dar—1 (r d () _
- My [j:“. J] Uy dt[flj[- ;I] + -+ 0y [}:;f .]+{{-ﬂ[:l"1|:£_}]
d® [y, (i) A" L ys(t) ol (f _
+ X, f;’;“ )l + 1, _q di!f—; ] + --- 4+ a.lw+ﬂ+ g va(r)]
dly, +y:]  d"y; +y2] d"[y; + y2]
f [}’L + 3"3]# dt L dt“_l " dt” )
B { duy + 1z d™ g + us] d™uyg + uz]
=g [wa + uzl, dr dem—1 ' dem

dlu;]  d™ Muy] d™[u,]
:g([“l]’ dt '~ dtm-1 " dggm )

du;] d™ *us] dm[“z])
+g| [uz], de ' dem-1 0 dem

A



Overview of Linear Systems (Cont’d)

FExample (Linear State guations)

x(t) = Ax(t) + Buit)

yit) = Cx(e) + Duit)
Scaling:
It w,, — Kuwu(i)

Kx(t) = AKx(t) + BKu(t)
Thus
Ku(t) corresponds to Kx(f£)

Therefore. output equation becomes
C(Kx(t)) + D(Ku(t)) = K(Cx(t) + Du(t)) = Kv(r)

Theretore, tor input Kaw(t)
Kx(t) = f(Kx(t), K w(t))
Ky(t) = g(Kx(t), Ku(t))

Superposition

If 1y vields v, by x4, ug vields vg by x5
xa(t) = Ax,y(t) + Buy(t)
Ya(l) = Cxyq(L) + Duy(t)

xg(t) = Axg(t) + Bug(t)
¥e(t) = Cxp(t) + Dug(t)

(x4 + xg) = A(xy + xg) + B(uy + ug)
(¥a+ ¥e)=C(xyg +xp)+ D({ug +ug)



Time-Invariant Systems

A system is time-invariant (or autonomous) if the
coefficients of the expressions in the representation of the
system (input-output equations, differential equations or
state equations) are all constants.

Mathematically,

e Algebraic input-output Expression
r y(t) = Ku(t)

K is constant

7 f(y(6).u(t))=0

Cocfficients of y(¢), u(t) or their products/powers arc all constants.



Time-Invariant Systems (contd.)

o Differential-Equation Expression

d"y(t) d"Ly(t) dy(t) d™u( t] d™Lyt)
4l {I” dh -l_ ﬂ’” 1 -1 dh— 1 -l_ + l -l_ [I t} b]n dm m-1 l'jtm_l -l_
du(t)
ok o bl + bgil( )
a,i=12..,n b;j= ,m are all constants

. dy(t) d"Ly(t) dy(t) _ du(t) d™Ly(t) d™ult)
g f(y{tl it ' oAl g )_ ( (O, gt ggm

All coefficients of % i=01,..,n; M ,Jj=0,1,..,m,and

products/powers of these dltferenmls are al] cm]stants (no functions of time in the
expressions for the coefficients).



Time-Invariant Systems (contd.)
* State Equations

> x(t) = Ax(t) + Bu(t)
y(t) = Cx(t) + Du(t)

A B, C,and D are all constants

> x(t) = f(x(t),u(t))
y(t) = glx(t)u(t))

All coefficients of x(t), u(t), and their products/powers are all constants (no
functions of time 1n the expressions for the coefficients),



Time-Invariant Systems (contd.)

e Alternatively, a system 1s time-invariant or
autonomous if delaying the input results in a delayed
output

y(t—1)=g(ult—1)

e This can be shown for the input-output, differential
and state equations above.

Simple Illustration:
For Algebraic Equation (Time-Invariant)
u(t) =sint,y(t) =sin*t,y=u
y=g(u)=u"
u(t—t) =sin(t — 1),
y(t — ) = sin*(t — 1) = [sin(t — 7)]* = [u(t - 0)]*
y(t—17)=g(u(t—1))

+



Time-Invariant Systems (contd.)
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Time-Varying Systems

A system 1s time-varying (or no
one of the coetticients of the ex
representation of the system (1

n-autonomous) 1f at least
hressions 1n the

nput-output equations,

differential equations or state eq
fime.

Mathematically,

° AIUEbI‘diL input -output Expr
~ yl[ H(t}

K 1s a function of time

> f(y(),u(t)) =

uations) 1s a function of

ess1on

At least one of the coefficients of y(t), w(t) or their products/powers is a function

of time.



Time-Varying Systems (Cont’d)
o Differential-Equation Expression

d"Ly(t) dy(t) d™u(t) d™ Lyt

n-1" g1 T +ﬂld_‘|'ﬂ[|y() b,——+b

m dpm m-1 W +

-+ bldu_f + b[ﬂl( )

Atleastone of @, i =1,2,..,m; b;,j =1,2,..,mis a function of time.

' dt S dt”"l ! dgm

dy(t)  d"Ly(t) dy(t) du(t)  d" Lu(t) d™ult)
J=9(u® )

g f(ym‘;f_r'“” L g

diy(t) dly(t
At least one of the coefficients of ; i=01,.. n: dLJ} j=0,1,..,m,or

products/powers of these differentials 1s a function of time.



Time-Varying Systems (Cont’d)
o State Equations

> x(t) = Ax(t) + Bu(t)
y(t) = Cx(t) + Du(t)

At least one of A, B, C, and D 1s a constant

- t) = f(x(t),u(t))
= g(x(t), u(t))
)

At least one of the CDEfflC]E'I][S of :c( u(t), and their products/powers 1s a

function of time.



Time-Varying Systems (Cont’d)

e Also, a system 1s time-varying or non-autonomous it
delaying the input does not result in a delayed output
y(t—1) = g(u(t—1)

e Again, this can be shown for the input-output,
differential and state equations above.

Another Illustration:
For Algebraic Equation (Time-Varying)
u(t) = et, y(t) = t*e3t, y = t*u’
y=gut) = t*u’
u(t—1) =e'7,
y(t—1)=(t-1)*[ult-1)]°=(t-1)*[e"]’ = (t - 1)),
g(u(t—1)) =t*u(t—1))° = t*[e"7]® = t?e37
y(t—1)# g(u(t-1)



Classification of Systems
(Linearity and Time-Variation
Considerations)

o Linear, Iime-Invariant (LTI) Systems
* Nonlinear, Time-Invariant Systems

* Linear, Iime-Varying Systems

* Nonlinear, Time-Varying Systems



Classification Criteria for
Nonlinear Systems

The following are some criteria for classification of

nonlinearities:

=  Criterion 1: Level of Importance of Nonlinearity to
Operation of System

* Criterion 2: Inherence or Otherwise of Nonlinearity
within a System

= Criterion 3: Mathematical Properties (Continuity or
Otherwise of Nonlinearity)

= Criterion 4: Mathematical Properties (“Single-
Valuedness” or otherwise of Nonlinearity)

= Criterion 5: Dynamic Behaviour of System



Assignment

1. Write the equations
representing the four system
classifications based on
linearity and time variations
consideration

2. Compare 5 Linear and Non-
Linear Systems properties



